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Overlapping periods

Pre-1996
•Foundation

1996–mid-
2000s
•Implementation

Mid-2000s – 
early -2010s
•Growth

Since 2013
•Branching out
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Foundations – HDF 
PRE-1996
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4NCSA

Data



Data technologies

Network – ftp, 
gopher, telnet

I/O mostly to 
disk and serial

Typical 
workstation 
disk 500 MB.
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6

4.0 
a.k.a.
HDF4

Local/global attributes

Raster images

Multidimensional arrays
Groups
Tables

---- 
Compression, Chunking



NCSA desktop visualization 
software 

7“NCSA Image”

PolyView



Earth Observing System 8



Implementation
1996-MID 2000’S
FIRST CRISIS, AND CREATING HDF5
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Technical shortcomings of HDF

u Limits on object & file size (<2GB)
u Limited number of objects (<20K)
u Rigid data models
u Code complexity
u I/O performance
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How to maintain a nuclear 
stockpile in the absence of testing?
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Accelerated Strategic Computing Initiative (ASCI)



“I’ll be back…” 12



First release!

u Release of HDF5 version 1.0.0 (Nov ‘98)
u “We are pleased to announce the first official release of HDF5, version 

1.0.0…
u This first release ONLY officially includes support for the serial 

implementation of HDF5.  The parallel implementation is in place, but we 
have encountered some problems with it.”

u Parallel Release of HDF5 version 1.0.1 (Jan ‘99)
u “The first official release of the PARALLEL IMPLEMENTATION of HDF5, 

version 1.0.1.  It uses the ROMIO version of the MPIO interface for parallel 
I/O support.”
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Java interface 1.0 
(Nov ‘99)

HDFView 
1.0 (Jan 2000)

HUG
23
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VisIt 15



Sponsors 16

Limit Point Systems



Sponsors 17



EOS Aqua and Aura 18

AURA



R&D 100 19



Growth 20



Motivation: Why is this area of work important?

While the commercial world has standardized on the 
relational data model and SQL, no single standard 
or tool has critical mass in the scientific community. 
There are many parallel and competing efforts to build 
these tool suites – at least one per discipline. Data 
interchange outside each group is problematic. In the next 
decade, as data interchange among scientific 
disciplines becomes increasingly important, a 
common HDF-like format and package for all the 
sciences will likely emerge.

“Scientific Data Management in the Coming Decade,” Jim Gray, David 
T. Liu, Maria A. Nieto-Santisteban, Alexander S. Szalay, Gerd Heber, 
David DeWitt, Cyberinfrastructure Technology Watch Quarterly, 
Volume 1, Number 2, February 2005

Jim Gray,
Distinguished 
Engineer at
Microsoft,

1998 Turing Award 
winner



2002: Pytables 1.0 22
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HDF5 Library

netCDF-3 Interface

netCDF-4 Library



NARA 24



ISO 10303 – Part 26 25



Nexus & CGNS 26



Boeing 27HDF Time 
History

HDF Packet



BioHDF - Open Binary File 
Standards for Bioinformatics
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By Todd Smith, Chairman and CEO

October 29, 2004



Entertainment 29



Branching out
MID-2000S – LATE 2010S
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Spinoff?

u The HDF Group prepares to leave U of I to form an independent 
non-profit.
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A hedge fund



Broad lab support 33

ORNL



Lab instruments and software

u Keysight, Mathworks, 
Labview, need features

u IVI* File Format Specification 

*Interchangeable Virtual Instruments

34



JPSS 35



Resqml

u Data exchange 
standard for the 
reservoir life cycle.
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37Pandas



38H5py



Other libraries, language bindings
u Java

u JHDF5
u Java HDF5 (Unidata)
u jHDF

u C++ 
u H5cpp (Varga)
u H5cpp (European spallation 

source)
u Cclib 
u HighFive

u Python
u H5py
u Pyfive
u PyTables

u Others
u C# - HDF5.Pinvoke
u D - d_hdf5 
u Delphi - Delphi HDF5 
u Fortran - H5fortran
u Golang (Google) - Go-hdf5
u Haskell – Haskell HDF5
u Javascript - Jsfive 
u Julia - HDF5.jl
u Lisp - Hdf5-cffi
u R - HDF5r, rhdf5, H5package
u S - SLh5
u Amazon S3 - H5Coro
u Yorick - Yorick HDF5
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Science

40
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Trillion Particle VPIC Simulation + 
FastQuery

u Trillion particle simulation on 120,000 cores 
produces 350 TB dataset

u Parallel HDF5 obtained peak 35GB/s I/O 
rate and 80% sustained bandwidth 

u Developed FastQuery using FastBit to use 
multicore hardware

u FastQuery took 10 min to index and 3 secs 
to query energetic particles

u Enabled novel discoveries in plasma 
physics
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LOFAR

u “5 seconds of data 
… adds up to 
approximately 200 
GB.”
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New challenges in mid-2010’s

u Technology change
u Funding challenges
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2012 - 2023
Data technologies don’t stand still

u Amazon, Google, Microsoft clouds mature
u Storage hierarchies, object storage, etc., gain in HPC and cloud
u The Exascale Computing Project (ECP) established, “to prepare for 

the world’s first capable exascale ecosystem.”
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NASA and DOE continue major 
support

45

But hedge 
fund 

support 
ends



Light source 
community funds 
SWMR, VDS, 
direct chunk I/O, 
etc.
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2010: ITER 47
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Meanwhile …
HDF5 CAPABILITIES – NOT THE LIBRARY
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2015: Spark connector 50



ODBC driver
PyHexad
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PyHexad 
Python-based HDF5 
Excel add-in can 
read or write data 

from Excel



Web and cloud access over the 
years
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Mosaic 53



Scientific Data Browser (Horizon)

u The scientific data browser (SDB) is a web-based technology that 
enables scientists to stage and access scientific data in a 
conversational mode. 

u Became DIAL. 
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OPeNDAP 55



CACTUS VFD stream I/O driver 56



2006: Windows Browser plugin 57



2013: RESTful HDF5 and Web UI 58



2014: HDF Cloud proposed 59



2015: H5serv 60

From H5serv one-pager, June, 
2015



2016: Highly Scalable Data Service 
proposed
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2017: HSDS 0.1 released 62



Wind Integration National Dataset (WIND) 
National Solar Radiation Database (NSRDB)
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Thank you!
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